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A B S T R A C T

Fractures control fluid flow, solute transport, and mechanical deformation in crystalline media. They can be 
modeled numerically either explicitly or implicitly via an equivalent continuum. The implicit framework implies 
lower computational cost and complexity. However, upscaling heterogeneous fracture properties for its implicit 
representation as an equivalent fracture layer remains an open question. In this study, we propose an approach, 
the Equivalent Fracture Layer (EFL), for the implicit representation of fractures surrounded by low-permeability 
rock matrix to accurately simulate hydromechanical coupled processes. The approach assimilates fractures as 
equivalent continua with a manageable scale (≫1 μm) that facilitates spatial discretization, even for large-scale 
models including multiple fractures. Simulation results demonstrate that a relatively thick equivalent continuum 
layer (in the order of cm) can represent a fracture (with aperture in the order of μm) and accurately reproduce 
the hydromechanical behavior (i.e., fluid flow and deformation/stress behavior). There is an upper bound re
striction due to the Young’s modulus because the equivalent fracture layer should have a lower Young’s modulus 
than that of the surrounding matrix. To validate the approach, we model a hydraulic stimulation carried out at 
the Bedretto Underground Laboratory for Geosciences and Geoenergies in Switzerland by comparing numerical 
results against measured data. The method further improves the ability and simplicity of continuum methods to 
represent fractures in fractured media.

1. Introduction

Fractures are abundant in geological media. Either natural or engi
neered, fractures provide conductive pathways for mass and energy 
transport, supplying opportunities for exploitation of georesources, but 
also potential challenges for geo-engineering applications.1 For 
example, in Enhanced Geothermal Systems (EGS) or water resource 
exploration in fractured geological media, fractures are the principal 
pathways for productivity.2 In contrast, permeability of fractures (if 
present) should be as low as possible in host rocks for nuclear waste 
disposal3 or cap rocks for geologic carbon storage.4,5 In geo-engineering 
applications, fractured porous media behave under complex and fully 

coupled (thermo-)hydromechanical processes. For instance, fractures 
intersected by or in the vicinity of the injection well may open as a result 
of pore pressure build-up causing permeability to increase, thus atten
uating pressure build-up. Quantifying the dependence of fracture 
transmissivity on its aperture was the subject of some debate until Tsang 
(1992)6 settled it by distinguishing between hydraulic (cubic law, 
approximately the geometric mean aperture), mass balance (mean 
aperture) and viscous dissipation apertures as the equivalent apertures 
of a parallel plate fracture with the same flow, transport, and energy 
dissipation as the actual fracture with spatially variable aperture. The 
distinction is adequate for coupled problem and support using the cubic 
law, which has proven adequate for hard rocks.7,8 This law implies a 
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strong coupling of fluid flow and geomechanical response of the frac
tured media to fluid injection/production. The coupling may be further 
complicated by thermal effects caused by, e.g., the injection of cold 
water into a hot system, which not only contracts the rock but also 
modifies the density and viscosity of the fluid, and therefore, e. g., hy
draulic conductivity.9 The meaningful modeling of strongly coupled 
processes demands a cost-effective simplified yet accurate representa
tion of the fractured medium.

The highly heterogeneous nature of fractured media, including 
complex networks of heterogeneous fractures,10 poses challenges to 
modeling approaches and calls for adequate representations of both 
matrix and fractures. One of the main challenges is to define and mea
sure model parameters that allow the continuum scale modeling of 
scenarios in which fractures are either treated explicitly or considered 
implicitly within the porous medium itself. Explicit modeling comprises, 
amongst others, techniques such as (1) Discrete Fracture Matrix (DFM), 
attempting to strike a balance between loss of accuracy by upscaling and 
geometric complexity,11–13 (2) Discrete Fracture Network (DFN), in 
which all fluid is assumed to be contained within the fracture network 
and the matrix is considered impermeable,14–16 and (3) Conduits 
(channels) Networks (CN) that represent fractured media as a network of 
1D connected pipe-like elements forming a series of channels for fluid 
flow.17,18 In a porous medium, the secondary permeability offered by a 
conductive fracture may yield an overall effective permeability much 
greater than the primary permeability provided by the connected pores. 
As a result, flow occurs mainly along fractures and commonly leads to 
the assumption that the rock surrounding fractures is impermeable.19

However, this assumption generally may lead to inaccurate predictions 
of pressure changes. Instead, accounting for the flux between fractures 
and rock matrix (so-called leak-off) improves predictions.20

Both explicit and implicit approaches present advantages and dis
advantages. Explicit approaches are simple and render enhanced accu
racy in the representation of fractures. However, they entail complex 
geometries and high computational costs.21,22 The conventional implicit 
approach, called the continuum method, includes both fractures and 
matrix in an equivalent porous medium. Transforming discrete fractures 
into continuum representations requires upscaling.23 Upscaling can be 
performed analytically or numerically. Analytical approaches24,25 are 
generally based on geometry and/or flow features. Geometry-based 
upscaling approaches superimpose a grid onto the fracture network in 
which the corresponding fracture hydraulic conductivity (actually, any 
given property) is mapped on the grid formed by the intersections be
tween fractures and the boundaries of the grid cells.26,27 In flow-based 
upscaling, local steady-state solutions to the Laplace problem are usu
ally employed to back-calculate effective permeabilities using Darcy’s 
law.28,29 In numerical-based methods, representative sub-grid scale DFN 
simulations can be used to obtain upscaled relationships including ele
ments of the permeability tensor.30,31

The most common implicit numerical approaches include Equivalent 
Porous Medium (EPM, also known as the single-continuum approach), 
Stochastic Continuum (SC), and Dual Continuum Medium (DCM). If 
fractures are not well connected, the EPM method may be employed to 
define grid block-scale effective properties describing the behavior of 
the entire fractured rock mass.32 There are several flow-based upscaling 
procedures such as the numerical upscaling proposed by Durlofsky 
(1991)28 where equivalent grid-block permeabilities are computed by 
solving the fine scale pressure diffusion equation using effective medium 
theory representing fractures as thin ellipsoids embedded in a ma
trix,33,34 and aggregation-based method.35 However, there is no sepa
ration of the characteristic lengths in the fractures and in the matrix. 
Hence, upscaling to the average characteristics often leads to low model 
accuracy, even from the conceptual standpoint. For example, the sec
ondary permeability provided by conductive fractures often yields an 
average effective permeability several orders of magnitude larger than 
the primary permeability of connected pores in the matrix, which leads 
to a different and generally more clustered pore pressure distribution 

through the equivalent porous medium than the expected one.36

Therefore, EPM approaches fail to deliver reliable solutions whenever 
fracture spacing is in the order of the reservoir characteristic length.36

SC approaches aim to develop equally-likely heterogeneous continua 
with stochastic representations of effective properties based on actual 
properties of the underlying fracture network.37 The double or 
multi-continuum medium (DCM) approach is a preferable option among 
implicit approaches due to the more accurate representation of the 
embedding matrix. However, unconnected fractures can still commu
nicate via the matrix (whose permeability is considered), making it 
difficult to identify hydraulic backbones (the dominating high trans
missive structures).38 In the presence of considerable matrix perme
ability, dual-permeability and dual-porosity models are advantageous as 
they represent fractures and matrix as separate continua that interact 
with each other through transfer functions. Dual-permeability models 
permit flow between matrix blocks, while dual-porosity models consider 
no communication between matrix blocks.39,40 Fig. 1 shows a schematic 
of aforementioned methods and their relatively approximate accuracy 
versus each other and against the “true” fractured porous medium that is 
not possible to be fully characterized at all length scales.41

We introduce another implicit approach treating fractures as con
tinuum layers, adjacent to the porous matrix, which are represented 
individually. This approach, termed Equivalent Fracture Layer (EFL), 
has the advantages of implicit (moderate computational cost), while 
displaying an accuracy similar to that of explicit methods (Fig. 1). 
However, the question of how to choose the assigned properties of the 
continuum-equivalent individual fracture models to reproduce the 
behavior of discrete fractures remains open. Property assignment is a 
non-trivial problem aggravated by the large differences between frac
ture aperture (usually μm to mm) and reservoir characteristic length 
(generally m to hm),42,43 which leads to a negligible fracture volume 
compared with the volume of the surrounding medium.44 In fact, the 
lower-dimensional nature of fractures with an extreme area-aperture 
ratio poses a great challenge to numerical simulations16,45 using either 
implicit or explicit representations of fractures.46,47

Continuum methods are increasingly being combined with discrete 

Fig. 1. Sketch comparing the accuracy of fractures and matrix modelling of 
different representation approaches. The suggested approach, EFL, (green 
frame) has the advantages of implicit approaches (blue) while generally 
yielding more accurate results like explicit approaches (red). Adapted from.46,48

(For interpretation of the references to color in this figure legend, the reader is 
referred to the Web version of this article.)
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fracture and matrix methods (DFM).49,50 Such approaches, familiarly 
known as hybrid methods, can incorporate diverse implicit-explicit 
method combinations. Several complex models coupling DFM and 
multi-continuum approaches have been developed, e.g., a 
dual-permeability hybrid model combining DFM and the 
dual-permeability model.51 While complex hybrid models have 
demonstrated the capability of producing accurate results, the issue of 
expensive computational resources remains. Therefore, simpler hybrid 
models are preferred whenever they are applicable. The simplest hybrid 
model known as the single-porosity hybrid model can be considered a 
simplified DFM model with reduced complexity. This model explicitly 
represents large fractures in a fractured medium and represents 
small-scale fractures and the matrix using a single continuum known as a 
pseudo-matrix.52 To make this model a step simpler, the proposed 
method (EFL approach) can be used to represent explicit fractures as 
equivalent-continuum layers.

In this paper, we propose a new EFL approach to accurately model 
not only fluid flow, but also the geomechanical response in fractures 
with arbitrary orientation, represented as equivalent continua at a 
numerically tractable scale (≫μm). For illustrative purposes, we focus 
on a single fracture embedded in low-permeability rock matrix, resulting 
in distinctive flow time scales. The manuscript presents first the meth
odology for analytically calculating the equivalent hydromechanical 
properties of a fracture, represented as a layer with a thickness much 
larger than the actual aperture. Second, we verify the procedure by 
considering fluid injection into a fracture embedded in a low- 
permeability rock matrix by comparing results of a finite element 
model including the real aperture (reference model) with those of 
models including equivalent fracture layers. Next, we validate the 
approach by comparing numerical results against field data acquired 
during a hydraulic stimulation at the Bedretto Underground Laboratory 
for Geosciences and Geoenergies in Switzerland. Finally, we discuss the 
implications of our findings to introduce another simple, yet, practical 
fracture representation approach for fractured media.

2. Methodology

2.1. Governing equations

Transient fluid flow within a saturated fracture confined by a low- 
permeability rock matrix is governed by the flow equation53

∇⋅(T∇h) = S
∂h
∂t

+ rs (1) 

where T [L2T− 1] is transmissivity, h = p/γw + z [L] is hydraulic head, p is 
fluid pressure [ML− 1T− 2], γw [ML− 2T− 2] is the specific weight of the 
fluid, z [L] is elevation from an arbitrary plane, S [− ] is the storage 
coefficient, t [T] is time and rs [ML− 3T] is a sink/source term, including 
from/to the matrix, which can be important during transient periods 
even for low permeability matrix (See Carrera and Martinez-Landa 
(2000) for details).54 The mechanical process is solved by satisfying 
momentum balance that, neglecting inertial terms, reduces to the 
equilibrium of stresses 

∇⋅σ + b = 0, (2) 

where σ [ML− 1T− 2] is the total stress tensor and b [ML− 2T− 2] is the 
vector of body forces.

The relation between stress, strain, and pore pressure for isotropic 
materials within the linear elasticity theory for continuous media is 
given by Hooke’s law 

Δσ = KεvI + 2G
(

ε − εv

3
I +

α
2G

ΔpI
)
, (3) 

where εv [− ] is the volumetric strain, ε [− ] is the strain tensor, K =

E /(3(1 − 2ν)) [ML− 1T− 2] is the bulk modulus, G = E /(2(1+ν))

[ML− 1T− 2] is the shear modulus, E [ML− 1T− 2] is Young’s modulus, ν [− ] 
is the Poisson ratio, and α [− ] is the Biot effective stress coefficient. In 
this work, we assume α = 1, which leads to the strongest hydrome
chanical coupling.55

Equation (3) can be coupled with the flow equation through fluid 
pressure. Acknowledging that external loading and compressibility of 
the solid phase may affect water storage in the fracture, fluid mass 
conservation can be written as 

ϕ
Kf

∂pf

∂t
+

d
dt

(∇⋅u) + ∇⋅q = rs, (4) 

where ϕ [− ] is porosity, Kf [ML− 1T− 2] is the fluid bulk modulus, u [L] is 
the displacement vector and q [L3T− 1] is the fluid flux, given by Darcy’s 
law. Note that Equations (3) and (4) can also be coupled through the 
volumetric strain, which can be expressed as the divergence of the 
displacement vector.

2.2. The embedded model

Consider an open fracture with hydraulic aperture bf [L]. Fracture 
permeability is assumed to be isotropic and given by k = kf (I − M) [L2], 
where I [− ] is the identity matrix, M is the tensor of the fracture plane 
(Mij = mimj, where m is the unit vector perpendicular to the fracture), 
and 

kf =
b2

f

12
. (5) 

Equation (5) highlights the strong nonlinear relationship between 
fracture aperture and flow.1 Acknowledging the strain dependence of 
intrinsic permeability is needed for coupled modeling in fractured 
media.56 Variable fracture permeability can be computed by taking into 
account that aperture (bf ) is a function of volumetric strain57

bf = b0f + (ε − ε0)bf ≤ bmax.f , (6) 

kf = kʹ
m +

(
b0f + bf Δε

)2

12
, (7) 

where kḿ [L2] is the intrinsic permeability of the matrix within the 
fracture layer, b0f [L] and bmax.f [L] are the initial and maximum fracture 
aperture, Δε [− ] is the volumetric strain change (Δε = ε − ε0), and ε0 
[− ] is a threshold strain.

2.3. Equivalent hydromechanical properties of a fracture

Three entities play roles in the equations governing HM problems: 
flux, storage, and displacement. These are controlled by transmissivity, 
storage coefficient, and stiffness, respectively. The adopted equivalent 
parameters of the equivalent fracture layer must represent the actual 
behavior of the real fracture (Fig. 2). In other words, both the actual 
fracture and the equivalent fracture layer should have the same trans
missivity, storativity, and stiffness, both initially and along its time 
evolution.

The transmissivity of a fracture is given by the product of hydraulic 
conductivity and aperture 

Tf =
ρg
μ kf bf =

ρg
μ

b3
f

12
, (8) 

where ρ [ML− 3] is fluid density, g [LT− 2] is gravity, and μ [ML− 1T− 1] is 
fluid viscosity. The dependence of transmissivity on b3

f is the essence of 
the well-known cubic law7 and expresses that fracture transmissivity is 
extremely sensitive to small changes in aperture. The Equivalent frac
ture layer with thickness of beq should carry the same flow rate as the 
actual fracture: 
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Teq = Tf →keqbeq = kf bf . (9) 

where keq [L2] is the intrinsic permeability of the equivalent fracture 
layer. When equating the actual and equivalent fracture properties to 
represent the actual fracture aperture (bf ) by an equivalent continuum 
layer with a thickness beq, the equivalent hydromechanical fracture 
transmissivity, stiffness, and storativity become a function of the 
equivalency coefficient 

ξ =
bf

beq
. (10) 

To have the same transmissivity, equivalent parameters can be 
derived from equations (7) and (9) as 

k´meq = ξk´mf , b0eq = b0f , bmax.eq = bmax.f , εeq = ξεf , (11) 

where the subscript f and eq denote the properties of the fracture with its 
actual aperture and equivalent fracture layer, respectively.

The mechanical behavior of fractures can be characterized by normal 
and shear stiffnesses58,59

σn = λnun, τs = λsus (12) 

where σn [ML− 1T− 2] and τs [ML− 1T− 2] are normal and shear stresses, λ 
[ML− 2T− 2] is stiffness, and u [L] is displacement. The superscripts n and 
s denote normal and shear components, respectively. In general, one 
may expect λs to be itself a tensor, especially if the fracture is shear 
origin. In such case, irregularities tend to align with shear direction 
(orthogonal to the open channels), so that λs will be initially smaller in 
this direction. For the sake of simplicity and assuming that the impact of 
the initial irregularities diminishes as the fracture opens, we will assume 
scalar λs. Normal and shear stiffnesses of an arbitrary-oriented fracture 
can be obtained as58,59

λn =
Eof

bf
, λs =

G
bf
, (13) 

where Eof is an apparent oedometric modulus of the fracture. If the 
deformation out of the fracture plane is constrained, the modulus Eo is 
defined as 

Eof =
1 − ν

(1 + ν)(1 − 2ν)Ef . (14) 

From equations (13) and (14), fracture stiffnesses can be determined 
as 

λn =
1 − ν

(1 + ν)(1 − 2ν)
Ef

bf
, λs =

Ef

2bf (1 + ν) . (15) 

where Ef and ν are the apparent Young’s modulus and Poisson ratio of 

the fracture. Maintaining normal and shear stiffnesses and knowing that 
λs = λn

(1− 2ν)
2(1− ν) from elasticity, the equivalent Young’s modulus and Pois

son’s ratio of the equivalent fracture layer can be obtained by 

Eeq =
3λn − 4λs

λn − λs
λsbeq, νeq =

λn − 2λs

2(λn − λs)
,with λn > 2λs. (16) 

In principle, the aperture and stiffness of the real fracture can be 
estimated (or measured) and, from them, the equivalent properties of 
the equivalent fracture layer can be easily calculated. This formulation 
applies to both fractures with and without infilling.

Finally, both layers should have same storativity as 

Seq = Sf →Sseqbeq = Ssf bf , (17)

where Ss [L− 1] is the specific storage (i.e., ρg(ϕβw + βx)), βw [M
− 1LT2] is 

the compressibility of the fluid, and βx = 3(1-2νx)/Ex [M− 1LT2] is the 
bulk compressibility of the layer x (either fracture (βf ) or equivalent 
layer (βeq)). Expanding the equation, we can calculate equivalent 
porosity as 

ϕeq = ξϕf . (18) 

3. Model verification and validation

3.1. A single fracture embedded in a low-permeability matrix

3.1.1. Model setup
We numerically model a single circular fracture in which water is 

injected into its center through a well with radius rw = 0.1 m (Fig. 3). As 
reference, we model the fracture with actual properties and compare 
results to models with an equivalent fracture layer. The axisymmetric 
model represents a 100-m radius horizontal circular fracture with uni
form thickness (10 μm as real aperture) embedded between two 10-m 
thick layers of low-permeability rock at a depth of 1 km. The large 
radial extent of the fracture is such that the nature of the outer bound
ary, i.e., prescribed hydrostatic pressure or no flow, does not affect re
sults during the injection. Both fracture and rock matrix continua have 
homogeneous and isotropic properties. Boundary conditions include 
zero horizontal displacement at both inner and outer lateral boundaries 
and zero vertical displacement at the bottom boundary. A constant flow 
rate q = 50 kg/s/m2 is injected at the fracture segment of the inner 
boundary. A constant initial stress field (σx = 15 MPa, σy = 25 MPa, σz =

15 MPa) and a linear hydrostatic pressure gradient (10 and 10.2 MPa at 
model top and bottom, respectively) are applied to the model. The 
fracture is assumed to be clean, i.e., actual porosity is set to 1, and its 
initial intrinsic permeability is calculated using Equation (5), which 
results in kf = 8.33⋅10− 12 m2. Input parameters for the matrix, fracture, 
and equivalent fracture layers are listed in Fig. 3 and Table 1.

We build three additional models with increasing thickness of the 

Fig. 2. Concept of the equivalent fracture layer representing a real fracture.
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equivalent fracture layer and apply the equivalent properties, i.e., 
permeability, porosity, and Young’s modulus (Poisson’s ratio is inde
pendent of the equivalent layer thickness) using the relationships 
derived in Section 2.3. A common structured finite element mesh con
sisting of 12,322 quadrilateral elements is used as spatial discretization 
for all models. The fracture consists of 5 rows of elements, whereas the 
matrix slabs contain 30 rows of elements in the vertical direction. The 
elements in the matrix are concentrated toward the fracture-matrix in
terfaces to capture the leak-off more accurately. Also, for the sake of 
accuracy, finite elements are concentrated towards the well to properly 
capture fluxes caused by injection and corresponding pressure variations 
in both fracture and matrix. We have performed a mesh sensitivity 
analysis to ensure that further refinement does not affect the results, not 
displayed here for the sake of brevity. The models simulate water in
jection at a constant rate for 30 h and are run twice, considering both 
constant and variable fracture permeability depending on deformation. 
We analyze the pressure evolution at the injection well (rw = 0.1 m) and 
the hydromechanical response along the fracture at the end of the 

injection. The fully coupled hydromechanical numerical models are 
implemented using the finite element software CODE_BRIGHT.60,61

The injected volumetric flow rate into a fracture, Q [L3T− 1], must be 
conserved when representing fracture thickness with the equivalent 
fracture layer approach. Given that the flux injected into a layer through 
a fully penetrating well equals q = Q/A, where A [L2] is the cross- 
sectional area to flow, i.e., 2πrww, rw [L] being the radius of the well 
and w [L] the thickness through which fluid is injected, the equivalent 
injection flux into the equivalent fracture layer, is qeq = ξqf where qf =

Q/
(
2πrwbf

)
is the injection flux for the actual fracture.

3.1.2. Numerical results
Both the pore pressure evolution at the injection well and the radial 

pressure distribution are reproduced accurately by the models with 
equivalent fracture layers compared to the reference model with explicit 
fracture representation (Fig. 4). The pressure evolution curves (in 
Fig. 4a) follow the typical Hantush leaky solution.62 At the beginning of 
injection, after a short transition, it follows Theis solution63 as storage in 
and leakage into the matrix are neglected, then, during a transition 
period, leak-off starts to play a role and decreases the pressure build-up. 
For the time scale of our analysis, i.e., 30 h, the low-permeability of the 
rock matrix does not allow the pressure evolution curve to reach to the 
fracture-matrix Theis solution (where both fracture and matrix act as a 
single system with steady state leakage and combined storage). 
Considering variable permeability decreases pressure build-up due to 
permeability enhancement since early times (less than a second), when 
volumetric strain starts to accumulate (Fig. 4a, blue curves). Constant 
injection in the fracture forms a conical pressure profile versus radial 
distance (Fig. 4b).

Pressure build-up in the variable permeability model with beq = 10 
cm (blue dotted line in Fig. 4a) starts to slightly deviate from the 

Fig. 3. Sketch of the axisymmetric model used for verification purposes: geometry, boundary, and initial conditions. Input parameters are indicated in the insets, 
where subscripts m and f denote matrix and fracture respectively (see also Table 1).

Table 1 
Input parameters for the fracture and equivalent fracture layer models used for 
verification purposes.

Fracture 
aperture 
(m)

ξ =

bf
beq

Fracture 
Permeability 
(m2)

Porosity 
(− )

Injection 
flux (kg/s)

Young’s 
modulus 
(MPa)

Original fracture
10− 5 1 8.33⋅10− 12 1 50 6.67
Equivalent fracture layer models
0.001 10− 2 8.33⋅10− 14 10− 2 0.5 667
0.01 10− 3 8.33⋅10− 15 10− 3 0.05 6670
0.1 10− 4 8.33⋅10− 16 10− 4 0.005 66700

Fig. 4. a) Pressure evolution at the injection well for reference models (actual fracture aperture; solid lines) and models with equivalent fracture layer for both 
constant (red lines) and variable (blue lines) permeability during constant flow injection; line styles correspond to different fracture apertures. b) Radial pressure 
profile along the horizontal mid-line of the fracture at the end of the injection (30 h). Note that the curves overlap, indicating that the proposed methodology is 
accurate. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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reference curve after ca. 2 h of injection. This deviation is caused by 
more permeability enhancement ratio in that model compared to other 
models, which means transmissivity is no longer maintained constant 
for the equivalent model (Fig. 5). In other words, the smaller is the 
equivalent aperture, the closer the model reproduces the reference case, 
as expected. This deviation could limit the upper bound of the equiva
lent aperture for an equivalent fracture layer since the coupled hydro
mechanical response not any more reflect the reference solution. 
However, models with 1 cm and 1 mm equivalent apertures yield well 
fitted results.

The embedded model employed here to account for variable 
permeability is a function of volumetric strain and discrepancy in 
models with larger equivalent aperture (i.e., 10 cm) stems from a 
different mechanical response of the fracture. Fig. 6 shows stress profiles 
along the horizontal mid-line of the fracture, where lower compressive 
stresses are mobilized around the injection well at the end of the in
jection (30 h) for the thickest equivalent fracture layer. The poro
mechanical stress increase in the longitudinal direction along the 
fracture (Fig. 6a) is significantly larger than in the direction perpen
dicular to it (Fig. 6b), which has implications for fracture stability.64 It is 
worth mentioning that the differences between the mechanical re
sponses of the beq = 10 cm models against the reference model are 
smaller in the variable permeability model because of the lower pressure 
build-up compared to the constant permeability models (Fig. 4a).

Lower pressure build-up leads to smaller fracture opening in variable 
permeability models. Fracture layer apertures open around 3.0 and 2.2 
μm for constant and variable permeability models, respectively (Fig. 7; 
opening is calculated based on displacement difference of top and bot
tom of the fracture). Although beq = 10 cm model reproduces the pres
sure evolution better in the constant permeability model in comparison 
to the variable permeability model (Fig. 4a), it is less accurate in 
reproducing aperture enhancement in the constant permeability model. 
Note that the variable permeability models represent the actual fracture 
behavior more realistically than constant permeability models because 
fractures open in response to injection-induced overpressure, yielding 
significant permeability enhancement as a result of the cubic law 
(equation (5)).

Vertical displacement at the top of the overlying rock layer in 
response to fluid injection presents a constant value until a radius of 
around 3 m and it follows a typical bell shape further away (Fig. 8). The 
displacement in variable permeability models is lower due to the smaller 
pressure build-up (Fig. 4b). The discrepancy of the beq = 10 cm model 
compared with the reference solution is around 14 % and it is related to 
differences in the fracture aperture changes (Fig. 7).

3.2. Bedretto experiment

3.2.1. Model setup
We validate our fracture representation approach with an equivalent 

fracture layer by comparing numerical results with field data acquired 
during the hydraulic stimulation of a fracture at the Bedretto Under
ground Laboratory for Geosciences and Geoenergies (BULGG; see more 
detailed information in www.bedrettolab.ethz.ch). BULGG enables 
medium-to large-scale in-situ experiments with a focus on hydraulic 
stimulation and fault reactivation (Fig. 9). The overburden directly 
above the laboratory is approximately 1500 m, providing conditions 
that start to resemble realistic EGS systems (scale 1:3 approxi
mately).10,65 To characterize the rock mass, several boreholes were 
drilled perpendicular to the tunnel axis with lengths ranging from 100 m 
to 400 m MD (Measured Depth; Fig. 9c). A large number of hydraulic 
stimulation tests have been and are being performed at BULGG to 
stimulate the intersected fractures.65 Based on stress measurements,66

BULGG is in a normal faulting and/or strike-slip stress regime, and the 
rock mass is close to be critically stressed.67,68

We develop a 2D plane-strain numerical model to simulate the hy
draulic stimulation in Bedretto. It comprises an inclined plane dipping 
(on average) 42◦ downwards following the trajectory of the boreholes 
and has a large extension covering around 75 km2 of the site (Fig. 10a). 
The Bedretto gallery is located at the center of the upper boundary of the 
model (Fig. 10b) and the bottom boundary is at a true vertical depth of 
5000 m (− 7472.4 m in the inclined model). The model comprises the 
main characterization boreholes (MB1 to MB4) and the two main 
stimulation boreholes (ST1 and ST2) as well as the major fracture and 
shear zones identified through borehole logging and geological struc
tural analysis.10,69 In the fracture intersections, we assign the properties 
of the more permeable fracture to the intersection. We use an unstruc
tured mesh that consists of 27,248 quadrilateral elements and 27,420 
nodes and is highly refined at the closest vicinity of the modeled frac
ture/shear zones and the boreholes. Both sides and the bottom of the 
model are fixed against lateral and vertical displacements, respectively. 
A linear distributed fluid pressure and initial stresses are applied to the 
model from top to bottom (Fig. 10a).

Fractures are modeled as an elastic continuum medium with ho
mogeneous hydromechanical properties. We use the embedded model to 
compute fracture permeability changes according to equation (7). As a 
result, fracture permeability varies with distance from the injection well, 
being largest near the well and approaching the initial value further 
away from the pressurization front, where the fracture has not under
gone overpressure-induced opening. Table 2 lists the equivalent pa
rameters of the stimulated fracture and rock matrix properties used in 
the numerical simulation. The properties of the rock matrix are derived 

Fig. 5. Transmissivity enhancement (a) and profile along the horizontal mid-line of the fracture at the end of the injection (30 h) (b) caused by accumulated 
deformation in the reference model (solid lines) and models with equivalent fracture layers (variable permeability cases). The magnitude orders of permeability are 
defined during fracture representation, yet, the enhancement rates are similar in all models except beq = 10 cm model which shows more enhancement.
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from field measurements, whereas the properties of the equivalent 
fracture layer are the equivalent parameters based on the field mea
surements of the real fracture. The modeling sequence includes the 
tunnel drainage effect on pore pressure during and after excavation and 
the subsequent consolidation covering 40 years (since the end of the 
tunnel excavation). The injection interval is within borehole MB1 
(Fig. 10c), in which water is injected through an isolated section into the 
fracture at a measured depth of 267 m (true vertical depth 188.8 m).

3.2.2. Simulation of the field injection test
The numerical simulation covers the first 40 min of the field exper

iment, which overall lasted 8 h, because this is the period during which 
the fracture behaves elastically, i.e., subsequently, the fracture deforms 
irreversibly (see Vaezi et al. 2024 for more details).71 Fig. 11 compares 

the temporal evolution of the generated overpressure at the injection 
interval predicted by the numerical model against the experimental 
data. The model accurately reproduces field measurements, with a small 
discrepancy at the beginning of each injection steps, which we attribute 
to non-modeled equipment compliance effects. Despite these small de
viations, (1) simulated and measured trends are very similar, and (2) 
simulated injection pressure fits well the field data from the mid-times of 
each injection step.

The embedded model used in this simulation enhances permeability 
of the fracture in the vicinity of the injection interval (around 6 m) after 
40 min of injection (Fig. 12). Note that, in our model, the behavior of the 
fracture is assumed to be elastic and the permeability enhancement in 
the embedded model is based on elastic strains only. After 40 min of 
injection, the fracture shears and activates, which leads to plastic de
formations and irreversible permeability gain.71 Permeability linearly 
increased around 7 % at a point near the injection interval after 40 min 
of injection which was not enough to reach the jacking pressure. Notably 

Fig. 6. Profiles of stress components along the horizontal mid-line of the actual fracture and equivalent layers for both constant (red) and variable (blue) perme
ability models. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)

Fig. 7. Fracture aperture change along the horizontal mid-line of the actual 
fracture (solid) for both constant (red) and variable (blue) permeability 
equivalent models in log-log and semi-log scales at the end of the injection (30 
h). Aperture changes are calculated by displacement difference between top 
and bottom of the fractures. (For interpretation of the references to color in this 
figure legend, the reader is referred to the Web version of this article.)

Fig. 8. Vertical displacement at the top boundary of the model versus radial 
distance at the end of the injection (30 h).
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in the vicinity of ST2 well the permeability of the fracture has a spike 
governed by the permeability of the well.

4. Discussions

Numerical modeling of fractured media faces the grand challenge of 
representing fractures and matrix with spatial scales and flow charac
teristic times that differ orders of magnitude. In a kilometer-scale 
reservoir problem, it is difficult to express the micrometer aperture of 
actual fractures using a 1:1-scale element. We demonstrate that a viable 
approach is the Equivalent Fracture Layer (EFL), which represents 
fractures with an equivalent continuum while maintaining fracture 
transmissivity, storage coefficient and stiffness to preserve flow, stress, 
and deformation. By incorporating fracture-matrix interaction, EFL en
ables the representation of leak-off from fractures into the surrounding 

Fig. 9. a) Location and trace of the Bedretto gallery excavated in Rotondo granite in Switzerland. b) Cross-sectional view of the Bedretto lab through the tunnel.69,70

c) Configuration of the MB1, MB2 and MB3 boreholes with respect to the Bedretto Tunnel. Fractures and fault zones, mapped along the tunnel and intersected by the 
boreholes, are colored according to fracture strike.69.

Fig. 10. a) Model geometry, boundary and initial conditions, and state of stress at top and bottom boundaries. b) Configuration of wellbores and the identified 
fracture/shear zones within the model. c) Detailed view around the stimulated fracture (in red). d) Mesh configuration of the same detailed view. (For interpretation 
of the references to color in this figure legend, the reader is referred to the Web version of this article.)

Table 2 
Input parameters for rock matrix and equivalent fracture layer.

E 
(GPa)

ν ϕ k (m2)

km 

(m2)
b0 (m) a 

(m)
bmax 

(m)

Fracture 
(equivalent)

23 0.37 0.005 5 ×
10− 17

2.25 
× 10− 6

0.01 1.34 
× 10− 4

Rock matrix 46 0.37 0.005 2.5 × 10− 18
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rock matrix, even in very low-permeability rock formations.71 The EFL 
approach offers advantages comparable to continuum methodologies, 
including reduced computational cost and a commensurate level of ac
curacy compared to explicit techniques.43 The equivalent properties 
through an adequate fracture representation (Section 2.3) provide an 
approach to employ a layer with a thickness several orders of magnitude 
larger than the actual fracture aperture, thus alleviating discretization 
issues whilst reproducing the behavior of the actual fracture with ac
curacy even within field-scale models that include multiple 
fractures.71–73 The method can be used both in 2D and 3D models, 
implying the latter a significantly larger computational cost. The EFL 
method has been used to estimate fracture stability changes and assess 
induced seismicity.64,71–76

Simulation results show that there is an upper bound for the validity 
of the suggested representation approach. Although the model with beq 
= 10 cm yields accurate results for the hydraulic analysis (Fig. 4), the 
hydromechanical response is not as accurate as models with thinner 
apertures (Figs. 5–7). It is worth mentioning that we have noticed that 
when Eeq exceeds Young’s modulus of rock matrix (Em), the results 
become unreliable. For instance, the equivalent modulus is Eeq=66 GPa 
(for beq = 10 cm model) and we had to set Em=70 GPa to have a reliable 
result. This is another limiting upper bound factor for the proposed 
approach. However, using beq = 1 cm provides the required accuracy as 

well as a convenient discretization process.
Suffice to say that the closer is the equivalent aperture to the actual 

one, the better is the accuracy as expected, especially in the mechanical 
response. However, differentiating between beq = 1 cm and beq = 1 mm 
models is difficult and the results are almost the same. This reinforces 
the applicability of the methodology, since we get what we expected. 
Furthermore, the method can be applied to any geometry of the fracture 
and with multiple fractures, as we have applied to a complex fracture 
network like the Bedretto experiment. Our approach is based on cubic 
law derived under the setting of smooth parallel plates and we have 
assigned larger permeability and weaker properties in the fracture in
tersections. Yet, fracture intersections can be much more permeable 
than what results from a simple superposition of the cubic law. For 
example, some fracture intersections may exhibit a local network of 
spider-web like fractures connecting the two intersecting fractures and 
fluid flow converges and deflects at the intersections.77,78 Thus, further 
improvements may be required in how to handle fractures intersection.

EFL method exhibit an advantageous capability of effectively 
capturing the distinct effects of fractures like discrete methods such as 
DFN and DFM methods. However, DFN method suffers when dealing 
with the leaky nature of fractures in fluid injections and temporal scales 
that require consideration of matrix diffusion.79 Preferably, 
fully-explicit fracture network representation employing DFM methods 
would circumvent any error arising from upscaling procedures in EPM 
methods.80 However, limitations on computational resources entail the 
use of continuum methods in conjunction with DFM methods. Explicit 
integration of fractures within numerical models may be imperative 
under specific scenarios to ensure the fidelity of coupled multiphysics 
simulations, where the EFL method offers a computationally efficient 
alternative to DFM approaches.43 For instance, including fractures in 
models may be necessary in cases where induced seismicity might be an 
issue and should be forecasted accurately.81 The use of the EFL approach 
has revealed that despite the EPM approach, the EFL methods are able to 
reproduce a very similar pressure evolution at the injection and pro
duction wells, substantial disparities arise in the pore pressure distri
bution within the fractured rock when neglecting fractures by 
homogenizing the fractured media by an equivalent one.36

For a porous medium in which the properties of fracture networks 
vary between zones, different models might be employed in each zone to 
diminish the total required computational expenses. Our proposed EFL 
approach validated by reproducing the field experiment result at Bed
retto presents a simple, yet, effective method to utilize in the modeling 
and to understand coupled processes in fractured media related to geo- 
resources applications.

5. Conclusions

We have derived equivalent hydromechanical properties for an 
equivalent-continuum layer that is several orders of magnitude thicker 
than the represented fracture. We have obtained identical simulation 
results for equivalent fracture layers represented with cm-scale thick
ness as the actual fracture aperture (which is in the μm scale). Employing 
this method, the discretization of fractures is much more tractable while 
the accuracy is maintained. Much remains to be done such as applying 
the method to complex fracture networks, still, we have validated the 
fracture representation approach by reproducing a field experiment of 
water injection into a fracture at Bedretto. Thus, the equivalent fracture 
layer approach represents a useful method to model geo-energy and geo- 
engineering applications in fractured media involving scales differing 
several orders of magnitude to handle discretization problem.

Open research

The extensively validated fully-coupled finite element code, 
CODE_BRIGHT, can be accessed freely at the developer page: https 
://deca.upc.edu/en/projects/code_bright.

Fig. 11. Pressure evolution at the injection interval reproduced by the nu
merical model (red line) against injection pressure measured at the field (black 
line) as well as fluid injection rate (blue line). (For interpretation of the refer
ences to color in this figure legend, the reader is referred to the Web version of 
this article.)

Fig. 12. Permeability profile in the middle of the fracture (d is the distance 
along the middle of the fracture) at the end of the injection period (t = 0.7 h) in 
both sides of the injection interval (located at d = 0); In the inset: permeability 
evolution at a point near the injection interval.
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Data can be accessed at: https://digital.csic.es/handle/10261/ 
339672.
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