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h i g h l i g h t s

• An efficient approach for the 3D stochastic modelling of the Excavation Damaged Zone is proposed.
• The approach relies on 2D geomechanical simulations as training data sets.
• Two applications, including the calibration of a complex hydraulic test in Mont Terri (Switzerland), are presented.

a r t i c l e i n f o

Article history:
Received 19 December 2017
Received in revised form 6 April 2018
Accepted 15 July 2018
Available online 24 July 2018

Keywords:
Excavation Damage Zone
3D stochastic modelling
Marked Point Process
Deep geological repository
Radioactive waste

a b s t r a c t

The Excavation Damage Zone (EDZ) is a key aspect in the assessment of engineering feasibility and long-
term safety of deep geological repositories for radioactive waste. The EDZ represents a possible release
path for radionuclides dissolved in the porewater and for gases from corrosion and degradation processes
which needs to be addressed quantitatively in Safety Assessment (SA). The EDZ is often represented by
a discrete fracture network, whose complexity precludes its implementation in conventional SA models.
To overcome this problem, two-dimensional abstractionmethodologies have been developed that replace
the complex geometry of the discrete fracture network by a hydraulically equivalent continuum model.
Although such simple 2D models are amenable to SA modelling, they cannot capture the inherent three-
dimensional and stochastic nature of the phenomena associated with the EDZ. In this paper we present a
methodology based on Marked Point Processes to infer 3D stochastic continuummodels of the EDZ from
2D discrete characterizations of the fracture network. The methodology is illustrated with the calibration
of a multi-rate injection experiment in Mont Terri (Switzerland).

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

Deep geological repositories arewidely accepted as possibly the
best solution for radioactive waste disposal and confinement. Iso-
lation is achieved by a combination of engineered (e.g., bentonite)
andnatural barriers (e.g., indurated clays). Current plans envisage a
mined repository comprising tunnels or caverns, into which pack-
aged waste is placed. The excavation and emplacement processes
lead to the so-called repository-induced effects.1 Amongst them
we highlight the Excavation Damage Zone (EDZ) around galleries
and shafts of the repository, because it represents a viable release
path for radionuclides and corrosion and degradation gases. Thus,
it is not strange that a large volume of research is being devoted to
this topic.2–4
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In indurated clays and, in general, in low permeability media,
fluid flow and gas transport are predominant through discrete dis-
continuities, either natural or induced by the excavation process.
Thus, Discrete Fracture Network (DFN)models are ideally suited to
represent the associated thermo-hydro-chemo-mechanical phe-
nomena. However, DFN models are complex and CPU costly (and
therefore deterministic) representations of the EDZ that are not
amenable to long-termProbabilistic SafetyAssessment (PSA) of the
deep geological repositories.5,6 To overcome this computational
problem, upscaling and abstraction methods7,8 have been devel-
oped to reduce the complexity of the DFN models while retaining
themain features of their behaviour. Jackson et al.5 suggest the use
of continuumporousmedium (CPM)models that are computation-
ally practicable in the context of Performance Assessment. Lanyon
& Senger9 compare three different models using generic (although
realistic) data representative of the Opalinus Clay in Switzerland,
i.e., a DFN, an equivalent CPM upscaled from it, and a simplified
shell-like CPM suitable for use within PSA. A similar approach
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is presented for the modelling of a repository in the Callovo-
Oxfordian clay.10,11 Alcolea et al.6 present a heuristic approach to
represent the creation and evolution of the EDZ in an abstracted
and simplified manner. The key features of the approach are the
stochastic character of the excavation-induced fracture network
and the self-sealing processes associated with the re-saturation
after backfilling of the galleries. The approach is applied (1) to a
range of generic repository settings to investigate the hydraulic
significance of the EDZ after repository closure, and (2) to themod-
elling of a self-sealing experiment at the Mont Terri Underground
Rock Laboratory (URL) in Switzerland.

Existing approaches aimed at simplifying the geometry of the
EDZ suffer from two main drawbacks arising from the high CPU
andRAMconsumption of theDFN simulators. First, DFNmodels are
most often the result of two-dimensional geomechanical simula-
tions that represent a cross-section orthogonal to the gallery/shaft
axis and assume plane stress. Correspondingly, the connectivity
of the EDZ and relevant migration paths parallel to the gallery
are disregarded. Second, the number of DFN realizations (and cor-
responding one-to-one abstracted EDZ models) mimicking given
in-situ stress state and rock strength conditions, is very limited.
The CPU problem is being tackled nowadays by implementing
more efficient numerical methods (which are, in essence, very
similar; see a complete review in Ref. 12) like bonded particle
modelling,13–15 modified Voronoi tessellation methods,16 discrete
element methods17 or hybrid methods.18 Besides computational
effort, other issues associated with DFN simulators are related to
parameter uncertainty and oversimplifying physical assumptions
(with corresponding formulations) not yet validated.19

Regardless of the numerical method, the rapid rendering of
complex 3D simulations of the EDZ still remains a challenge due
to the extreme level of refinement of both spatial and temporal
model discretizations required to mimic the excavation process.
Until this problem is overcome, an ideal abstractionmethod should
render (in a reasonable amount of time) many 3D continua het-
erogeneous (or piece-wise heterogeneous in the case of shell-like
abstracted models) EDZ simulations that inherit the geometric
features of a limited number of discrete fracture networks. This
problem can be cast in the framework of multiple-point geosta-
tistical techniques (see reviews in Refs. 20,21). Unlike traditional
geostatistics, multiple-point methods avoid the explicit definition
of a random function (e.g., a variogram or a covariance function) to
model heterogeneity, but directly infer the necessary multivariate
distributions from so-called ‘‘training images’’ (TI) that represent a
conceptual model of what is being modelled. Training images can
be either categorical22 or continuum.23 Simulations inherit (but
are not conditioned to) the geometric patterns, defined as spatial
arrangements of values, and high-order statistics (e.g., histograms
of the properties) of the TI (or TIs). Indeed, simulations can be
conditioned to hard data if available and to secondary variables.24
Comunian et al.25 efficiently solve the problem of rendering 3D
simulations out of two (or more) TIs defined along orthogonal
cartesian planes. In our case, DFNs are coherent with the in-situ
stress state, rock parameters, etc. and represent a conceptual ‘‘bi-
nary’’ model (i.e., 0 for matrix, 1 for fracture) of the extent and
geometry of the EDZ. Correspondingly, the upscaled CPM repre-
sents a continuum conceptual model of the hydraulic properties
of the EDZ. As such, both DFN and CPM are good candidates as
training image. However, although multiple-point geostatistical
techniques are appealing, its use in this context is not straightfor-
ward and the associated CPU consumption is very high.

An alternative to overcome the limitations of multiple-point
geostatistical techniques is the so-called Marked Point Process
(MPP). In geostatistics, a point process is a random process rep-
resented by a set of isolated points that represent objects (e.g., a
fracture represented by its centroid). Each point is attributed with

randomvariables, termed ‘‘marks’’, that describe the associated ob-
ject and its properties (e.g., fracture extent and Euler angles, rough-
ness, etc.) by means of probability density functions (pdf). This
method, originally formulated in the context of percolation theory
(see a review in Ref. 26), has gained popularity during recent years,
up to the point of becoming a standard for image processing.27
In the framework of stochastic discrete fracture modelling, Xu &
Dowd28 presented the commercial software FracSim3D, based on
MPP techniques. The software generates 2D and 3D DFNs from
pdfs inferred from composites of 2D and 3D training data sets.
Training data sets are generally the outcomes of scanlines, rock
outcrops, core samples, geophysical logging, etc. The code has
undergone several upgrades and modifications.29–31 In this work,
we have adapted the method of Xu & Dowd28 to (1) acquire the
pdfs representing fracture properties directly from a DFN and, (2)
generate 3D discrete fracture networks directly from 2D training
images. The code has been parallelized, what allows rendering a
large number of simulations using low CPU and RAM resources. In
addition, a new method for consistent sampling of fracture prop-
erties has been implemented and some consistency checks of the
intersections between generated fractures have been introduced.

This paper is organized as follows. First, the methodology is
outlined and illustrated using a realistic DFN corresponding to
the gallery of a hypothetic high-level waste geological repository.
Second, the methodology is applied to the calibration of a multi-
rate injection experiment in the Mont Terri Underground Rock
Laboratory (Switzerland). The paper ends with some conclusions
about the use of Marked Point Process techniques in the 3D mod-
elling of the Excavation Damage Zone.

2. Methodology

The objective is to generate many 3D stochastic continuum
porous media models out of a limited number of 2D fracture
networks, used as training images. The training image is obtained
by hydromechanical modelling and mimics a possible geometry
of the EDZ after excavation. The 3D simulations must therefore
inherit the physics of the process, as represented by the geometric
and hydraulic features of the training image. The methodology
consists of 3 basic steps: (1) a replication process that generates 2D
stochastic DFNs from a 2D training image, (2) an upscaling process
to generate CPMs out of the generated DFNs and (3) an extrusion
process to stack the CPMs in 3D. These steps are presented in
detail below. An exemplary simulation is used to illustrate them.
A DFN out of a sensitivity analysis of the extent and shape of
the EDZ to in-situ stress conditions around the structures of a
geological repository32 is used as training image (Fig. 1). The main
inputs/outputs of such simulation are summarized in Table 1. The
DFN is characterized by dominating elongated pseudo-horizontal
fractures associated with bedding planes, as observed in Fig. 1e
(though made of hundreds of smaller connected patches defined
by four-point polygons; Fig. 1d) at the top and bottom of the
gallery and some subsets of pseudo-vertical smaller features to the
left and right. Apertures, and correspondingly transmissivities, as
calculated using a cubic law, are relatively high and log-normally
distributed around a mean value of 1 mm (Fig. 1c). For illustration
purposes, we present one 3D simulation of the EDZ around a 25 m
long, 3 m diameter gallery.

2.1. Stochastic generation of fracture networks

Following Xu & Dowd,28 the scanning of fracture density, clus-
tering and geometric properties (to be inherited by the simula-
tions) of the training image is done over a specified super-block
grid. The choice of the super-block size has an impact on the quality
of the simulation and will be further explored in Section 2.4. Fig. 2
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Fig. 1. (a) Discrete fracture network used as training image to illustrate the workflow.32 The inner shell depicts the shotcrete around the gallery. (b) to (f) Histograms of
patch area, aperture, length, orientation (counterclockwise from positive x-axis) and transmissivity, as derived by the cubic law from aperture.

displays the 50 × 50 super-block grid used in this illustrative ex-
ample. Super-blocks completely inside the circumference defining
the wall-rock contact are excluded from the scanning, which leads
to considerable CPU savings.

First, fractures in the training image are replaced by a repre-
sentative point (i.e. the centroid) and fracture intensity (or density,
defined as number of centroids at each super-block) of the training
image is mapped onto the super-block grid (Fig. 2). The mapped

distribution is termed I(i,j), where ‘i’ and ‘j’ are the indexes of the
super-block at column ‘i’ and row ‘j’. If more than one fracture
category is considered (presenting e.g. different preferential orien-
tations, breakmodes, etc.), themapping is carried out individually,
leading to different intensity maps Ik(i,j), where k is the category
index. In the simulation domain, and at each super-block, fracture
centroids are located according to a homogeneous Poisson process
describing a point pattern with complete spatial randomness.33
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Table 1
Basic description of the training image used to illustrate the workflow.6,32 The term
‘‘fracture patch’’ refers to small entities lumped into larger structures.

DFN HAA-23. Model inputs

Tunnel diameter (m) 3
Shotcrete thickness (m) 0.2
Maximum in-plane principal stress (MPa) 20.7
Minimum in-plane principal stress (MPa) 15.9
Direction of maximum principal stress Horizontal
Strength properties

Host rock Opalinus Clay
Tensile strength in horizontal/vertical directions (MPa) 8/1.28
Cohesion in horizontal/vertical directions (MPa) 3.8/68.8
Mode I fracture energy in horizontal/vertical directions (J m−2) 56/20
Mode II fracture energy in horizontal/vertical directions (J m−2) 160/560

Elastic modulus of support [MPa] 32
Core softening ratio (related to liner stiffness) 0.008

DFN HAA-23. Model outputs. Features of fracture patches

Number 7378
Mean initial aperture [mm] 0.71
Mean length [mm] 31.56
Mean orientation [o] 0
Mean initial area [mm2] 1.21
Mean initial transmissivity (log10) [m2/s] −3.54

Fig. 2. 50 × 50 super-block grid and intensity map of the training image.

Yet, the algorithm is generic and can accommodate other statistical
distributions and sampling methods at this stage. For instance,
Xu & Dowd28 implemented non-homogeneous, cluster and Cox
sampling methods (see Ref. 34 for a review).

Fracture properties (i.e., length, aperture and orientation) are
scanned within each super-block of the training image. The
main outcomes of the scanning are the cumulative distribu-
tion functions (cdfs) for each property and super-block. Such
cdfs are then randomly sampled to generate fracture properties
(so-called point ‘‘marks’’) within the corresponding super-block
of the simulation domain. Xu & Dowd28 sample cdfs individ-
ually, what may lead to a significant loss of geometric coher-
ence between fractures in the training image and in the sim-
ulations. For instance, long fractures may be distributed along
the horizontal direction in the training image, but the individ-
ual sampling of length and orientation may generate such frac-
tures along the vertical direction in the simulation domain. This
problem can be alleviated by considering different fracture cat-
egories. However, the definition of such categories is somewhat
arbitrary and does not completely solve the problem. Instead,
a novel scanning method has been implemented, in which a

‘‘principal’’ property (orientation in this example) is defined as
main driver of fracture geometry. The principal property is ran-
domly sampled from the corresponding cdf and the fracture in
the super-block of the training image with most similar value is
identified. The remaining properties (length and aperture in this
case) are directly copied from the identified fracture. The algorithm
can be easily updated to accommodate a second principal property
by considering concatenated sampling of cdfs. Once each gener-
ated centroid has been attributed with a length L, aperture b and
orientation θ , a four-point polygon can be generated (Fig. 3):

(1) Generate two orthogonal unit vectors according to the frac-
ture orientation θ [rad]:

u1 = (cos θ, sin θ )
u2 = (− sin θ, cos θ )

(2) Generate the mid points of fracture shortest edges P1–P4
and P2–P3 (points M14 and M23) using the fracture centre
C as reference point and the fracture length L:

M14 = C + L/2 · u1

M23 = C − L/2 · u1
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Fig. 3. Sketch of a four-point polygon defining a simulated fracture.

(3) Generate the rectangle from the fracture aperture b using
M14 and M23 as reference points:

P1 = M14 − b/2 · u2; P4 = M14 + b/2 · u2

P2 = M23 − b/2 · u2; P3 = M23 + b/2 · u2

According to this formulation, fracture patches are represented
by primitive rectangles. As an option, a random noise can be
applied to the location of the four points to deform the polygon
while keeping the sampled or derived geometric properties. Once
the polygon is generated, a first consistency check is carried out.
If the four points are inside the gallery, the fracture centroid and
corresponding properties are re-simulated. Fractures intersecting
the liner (black circumference in Fig. 2) are kept, but polygons
are reconstructed to honour the intersection and fracture prop-
erties are recalculated accordingly. Therefore, the inheritance of
the statistics of the training image is lost in this case. Fracture
reconstruction occurs seldom and only at super-blocks at the rim
of the gallery. In the current simulation, only 83 fractures out of
more than 7000 had to be reconstructed. Thus, the loss of statistical
coherence is minor and the quality of the reproduction of the
statistics of the training image is not affected.

Random sampling of fracture location and properties may
lead to significant fracture overlapping. This precludes the use of
any ‘‘box-counting’’ technique for upscaling5,6 (see Section 2.2).
Thus, a thorough consistency check of overlaps between simu-
lated fractures must be made to get rid of artificially high porosi-
ties/transmissivities. A spiral contact detection method35 has been
implemented to that end, according to which a generated fracture
in a certain super-block is cross-checked with (1) all other pre-
viously generated fractures within the super-block and (2) with
all other fractures in adjacent (and previously simulated) super-
blocks. Once overlaps have been detected, corresponding fracture
properties must be recalculated. There are two alternatives to
tackle this problem, i.e., fracture resampling or reconstruction
to avoid overlaps. ‘‘Brute force’’ resampling is hard to achieve if
the intensity at the super-block is high (or if the super-block is
small or both) because there is little room to place new fractures,
which leads to high CPU consumption due to themany resampling
attempts. In addition, it hinders fracture connectivity since fracture
intersections are not allowed. Instead, reconstruction is easy to
implement, but the statistics of the simulated fracture properties
are not exactly consistent with those of the training image. In
this example, and for simplicity, we simply resample overlapping
fractures.

Fig. 4 displays a comparison between the training image and
a randomly generated DFN. As observed, the long horizontal fea-
tures characterizing the training image are not clearly present in
the simulation. Such long features in the training image are not
individual lumped entities but made of several (sometimes hun-
dreds) smaller fracture patches. Therefore, the sampling process

generates unconnected fracture patches with coherent stochastic
properties. In nature, EDZ fractures nucleate and grow around (or
from) previously generated fractures. This behaviour cannot be
reproduced by a purely statistical algorithm (despite it draws on
geomechanical simulations). The apparent loss of connectivity can
be alleviated by reconstructing overlapping fractures instead of
resampling them. Never the less, after upscaling (see Section 2.2)
the simulated DFN, the conductive features of the small individual
fracture patches will be integrated in an equivalent continuum
porous mediummodel that captures the overall hydraulic connec-
tivity and significance of the original elongated feature. Since flow
simulationswill be supported by the CPM and not by the simulated
DFNs, the loss of geometric connectivity is only a minor issue.

The reproduction of the statistics of the training image is
displayed in Fig. 5. As observed, the statistics of the geometric
properties of the training image are preserved. Only some small
divergences are observed in the cdf of fracture orientation (Fig. 5b).
These can be attributed to the cropping of fractures intersecting
the liner or to the use of a large number of super-blocks. Super-
blocks far away from the gallery are insufficiently populated with
fractures and therefore the quality of the cdf of the training image
is poor, so is its reproduction in the simulation.

2.2. Upscaling to equivalent continuum models

The upscaling process from DFN to equivalent CPM has been
described in detail in Alcolea et al.6,36 and is summarized in Fig. 6. In
short, a finite element mesh is superimposed to the simulated DFN
and fracture properties are mapped and converted to hydraulic
properties (hydraulic conductivity and porosity) attributing each
mesh element (Fig. 6b). Given that the flow towards the gallery
is pseudo-radial during the resaturation phase, the selected grid
resembles radial flow conditions. Next, abstractions of the EDZ (in
the sense of simplified shell-like models) (Fig. 6c) and fluid flow
simulations mimicking e.g. the resaturation of the system can be
carried out.

Fig. 7 displays the upscaled porosity fields of the training image
and the simulation in Fig. 4. As observed, the geometric patterns of
the upscaled field are very similar to those of the upscaled training
image. Indeed, some differences between them are observed (up
to 6% in this case), mainly at areas where fracture intensity is the
highest. Even though the ‘‘geometric’’ connectivity of the training
image (made of a few pseudo-horizontal elongated features) is
not resembled by the simulated DFN (made of many disconnected
features), the hydraulic significance of the EDZ depicted in the
training image is inherited by the simulations after upscaling the
correspondingCPMs, both in axial and radial directions. Radial flow
conditions are addressed by simulating the transient resaturation
of the system. Fig. 8 displays the excellent reproduction of the
radially integrated axial fluxes, porosity and fracture density distri-
butions, and the temporal evolution of the storativity of the system.
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Fig. 4. Comparison between the training image and a random simulation. Super-block grid is depicted with blue lines.

Fig. 5. Comparison between the cdfs of fracture properties defining the training image and the simulation in Fig. 4: (a) fracture area, as derived from (b) fracture orientation
counterclockwise from positive x-axis, (c) fracture length and (d) fracture aperture. Note the semi-logarithmic scales in panels (a), (c) and (d).

Small differences in integrated porosities are found only at short
radial distances, likely caused by the reconstruction of fractures
intersecting the liner. Still, global trends are honoured. The same
can be observed with regards to the integrated distribution of
hydraulic conductivity (not displayed here).

To make the long story short, a set of geometrically coherent
DFNs and corresponding hydraulically equivalent CPMs have been
simulated from the original DFN taken as training image. Thus, the
suggested approach relies on the validity of the DFNs, which are
calculated under the assumption of plane stress. This is supported
by empirical evidences from EDZ investigations in URLs (e.g. Mont
Terri in Switzerland, Bure in France), including the inspection of
core maps from EDZ boreholes and trace mapping at the tunnel
surface. In their synopsis of EDZphenomena inURLs, Lanyon et al.37
provide a survey of empirical data bases and conceptual models of
the EDZ. Plane stress conditions are reported as a valid first order

assumption. In the more detailed appraisals the speed of the exca-
vation process and the lining measures have an additional impact
on the EDZ initiation and propagation, causing more complex 3-
D fracture patterns. In spite of the validity of the planar stress
assumption, 2D flow simulations based on equivalent CPMs (or
on DFNs) tend to overestimate the flux along the EDZ, because
continuity of the axial flow paths is assumed. In order to avoid such
artefacts, the suggested approach mimics the break of axial conti-
nuity of the EDZ fracture systemby connecting 2-D representations
of a stochastic EDZ network in a piecewise manner.

2.3. 3D stacking

The simulated DFNs are defined over a cross-section orthogonal
to the gallery axis and are simulated independently. The 2D mesh
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Fig. 6. Upscaling and abstraction process of the EDZ: (a) DFN depicting representative fracture patterns that mimic the excavation process; (b) the discrete fracture patterns
are converted into heterogeneous distributions of porosity and hydraulic conductivity; and (c) in a final abstraction process, the heterogeneous distributions are converted
into a shell-like simplified model defined by radii and homogeneous, hydraulically equivalent values of porosity and hydraulic conductivity.
Source: From Ref. 6.

Fig. 7. Upscaled porosity fields of (a) training image and (b) simulation. Panel (c) displays the difference between them.
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Fig. 8. Comparison between the hydraulic significance of the training image (red lines) and of the simulation (in blue). (a) radially integrated axial fluxes: axial significance.
The procedure for radial integration is described in Ref. 36; (b) Integrated fracture porosity; (c) Integrated fracture density; (d) temporal evolution of the storativity of the
system under resaturation conditions.

used for the upscaling of simulated DFN properties is first extruded
in the direction orthogonal to the plane of the simulation. For
illustration purposes, we simulate a 25m long gallery using 5 slices
with element length 5 m. Five different stochastic simulations of
the EDZ are generated according to step 1 andupscaled to hydrauli-
cally equivalent CPMs according to step 2 of the methodology. The
CPMs are stacked in the direction parallel to the gallery axis in
a random manner by simple ‘‘shuffling’’, which leads to different
simulations of the 3D geometry of the EDZ that are coherent with
the 2D patterns defined by the training image (Fig. 9). This extru-
sion method presents advantages and drawbacks. The drawback
is that the connectivity structure of the EDZ along the direction of
excavation is not accommodated. For simplicity, we have assumed
that fracture length along the orthogonal direction is smaller than
the element length (<5m in this example). This assumption is sup-
ported by the EH experiment inMont Terri,38,39 which showed that
transmissive EDZ fractureswere smaller than 1m in extent. Advan-
tages are (1) the ease of implementation, (2) enhanced speed and

(3) the method can consider different training images (e.g. mim-
icking different rock strength conditions) at different sections of
the gallery, thus accommodating hardening/weakening conditions
caused by the excavation process. A way to tackle the connectivity
problem consists of sampling an additional cdf depicting fracture
length along the direction parallel to the gallery and perform steps
1 and 2 in three dimensions directly. The definition of such cdf
needs to be based on physical evidence such as fracture tracemaps
at the tunnel wall. Due to the lack of such data, we have chosen
the stacking of independent 2D simulations for simplicity. Yet, the
algorithm is generic and can easily accommodate this option.

2.4. Impact of the number of super-blocks

The choice of the super-block size has an impact on both the
CPU consumption and on the quality of the simulated DFNs in
step 1. Besides feasibility considerations, the number of super-
blocks mainly controls the quality of pattern reproduction in two
different ways. A small number of super-blocks leads to a slightly
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Fig. 9. One realization of the stacked 3D equivalent continuum porous model. The fracture network is partly visible (quadrant 12 o’clock to 3 o’clock, encompassed by white
lines; the opacity of the porosity distribution has been reduced 50% there).

Fig. 10. Training image (left) and simulated fracture network using a 5×5 super-blocks grid. Thewall-rock contact is depicted by a red line and the super-blocks are depicted
in blue.

better reproduction of the cdfs of the training image. However,
the reproduction of geometric patterns is poor. In fact, if just one
super-block is considered, the point process is completely random
because the intensity is the total number of fractures in the training
image. Thus, one can expect a ‘‘blurred’’ and sparse distribution
of the simulated fracture network, not resembling the geometric
patterns of the training image. Fig. 10 displays a simulation using a
5×5 super-block grid. As observed, the reproduction of geometric
patterns is worse than that in Fig. 4. This results in a poorly
upscaled CPM and, correspondingly, the integrated distributions of
axial flux and fracture porosity and density differ much from the
corresponding ones in the training image (Fig. 11). Consequently,
the super-block size must be optimally chosen to (1) reproduce
correctly the geometric patterns of the conceptual model depicted
by the training image, (2) reproduce correctly the statistics of the
training image, expressed in terms of cdfs of fracture length, ori-
entation and aperture and, (3) keep the CPU effort under tolerable
limits. CPU times were 2 and 4 h for the 5 × 5 and 50 × 50 super-
block grids respectively (HP Z200 Workstation). An exhaustive
sensitivity analysis to the super-block size is out of the scope of
this paper.

3. Application. The multi-rate injection test of the HG-A exper-
iment in Mont Terri

The methodology is benchmarked with a data set from the
HG-A experiment (‘‘Gas path through host rock and along seal
sections, HG-A’’), an in-situ self-sealing experiment at the Mont
Terri Underground Rock Laboratory (URL) in Switzerland. The HG-
A experiment provides an extensive database on the EDZbehaviour
that has been used in previous modelling tasks.40,41

A 1 m-diameter, 13 m-long microtunnel was excavated during
February 2005 from a niche in Gallery 04 of the URL. The mi-
crotunnel was excavated parallel to the strike of bedding planes
dipping at about 50◦, thus replicating the expected relationship
between bedding and emplacement tunnel orientation in a deep
repository.42 The first 6 m of the microtunnel were lined with a
steel casing immediately after excavation to stabilize the open-
ing. The gap behind the liner was then cement-grouted, but not
sealed. A purpose-built hydraulic megapacker (diameter 940 mm
and sealing section length 3000 mm) was installed in 2006. The
sealing section was located at 6–9 m with a 1 m grouted zone
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Fig. 11. Comparison between the radially integrated porosities of the training image (red lines) and of the simulations generated using 50× 50 and 5× 5 super-blocks grids
(in blue and green respectively). In the insets, RMSE denotes the root mean square difference of the cdfs of simulation and training image.

Table 2
Main features of the discrete fracture networks and corresponding mechanical parameters used in the modelling of the HG-A experiment.
Source:Modified from Geomechanica.45

Simulation Maximum in-plane principal stress (MPa) Minimum in-plane principal stress (MPa) Dip of the maximum principal stress direction (◦)

HG-A 6.5 4.5 90 (vertical)
HG-A-F 6.5 4.5 90 (vertical)
HG-A-S1 6.5 4.5 140 (perpendicular to bedding)
HG-A-S2 6.5 4.5 50 (parallel to bedding)
HG-A-S3 5.5 5.5 (Isotropic stress)
HG-A-S4 6.5 6.5 (Isotropic stress)

Triangular elements (rock matrix)

Bulk density (kg/m3) 2430
Young’s modulus ∥ to bedding (GPa) 10
Young’s modulus ⊥ to bedding (GPa) 4
Poisson’s ratio ∥ to bedding 0.35
Poisson’s ratio ⊥ to bedding 0.25
Shear modulus ⊥ to bedding 3.6
Viscous damping coefficient (kg/m s) 1.25 · 105

Crack elements

Tensile strength ∥ to bedding (MPa) 1.8
Tensile strength ⊥ to bedding (MPa) 0.44
Cohesion parallel to bedding (MPa) 2.8
Cohesion ⊥ to bedding (MPa) 24.8
Mode I fracture energy ∥ to bedding (specific; J/m2) 19.5
Mode I fracture energy ⊥ to bedding (specific; J/m2) 1.0
Mode II fracture energy ∥ to bedding (specific; J/m2) 27.5
Mode II fracture energy ⊥ to bedding (specific; J/m2) 96.5
Friction angle of intact material (◦) 22
Fracture penalty (GPa) 35

Interaction parameters

Friction angle of fractures (◦) 22
Normal contact penalty (GPa m) 70
Tangential contact penalty (GPa m) 70

containing the non-sealing part of the packer and retaining wall
from 9–10m. The final 3 m of the microtunnel from 10–13m form
the test section which was instrumented and backfilled prior to
megapacker emplacement (Fig. 12; see Ref. 44 for further details).

The EDZ around the microtunnel is formed by the interaction
of the rock and stress anisotropy with significant breakout zones
(‘notches’) at 3 o’clock and 9–11 o’clock, where the SSE-dipping
faults and the bedding planes are approximately tangent to the
excavation boundary. According to Geomechanica,45 the develop-
ment of failure at these locations can be explained by the lower

strength of the bedding planes and tectonic faults, which tend to
favour shear failure under the effect of the excavation-induced
stress redistribution. In the upper-left wall, buckling phenomena
tend to form slab-like breakouts, while in the lower-right wall
the damage appears to be prevalently stress-controlled, with the
formation of extensional fractures associated with the minor in-
plane principal stress.46 Furthermore, the faults oblique to the
bedding tend to act as a boundary to the propagation of fractures.
The asymmetry in the EDZ shape may be explained by (i) a lower
discontinuity frequency in the SSE-dipping fault system in the
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Table 3
Temporal sequence. Sequence 5 of gas injection is not considered in the modelling exercise. The last five columns refer to the zonation in Fig. 12.

Sequence Model Description Initial date End date Open Seal Grout Test OPA

1 1 Excavation 1.3.2005 11.3.2005 Hole Hole Hole Hole Filled
2 2 Emplacement 11.3.2005 31.10.2006 Hole Filled Filled Filled Filled
3 2 Resaturation 31.10.2006 1.2.2008 Hole Filled Filled Filled Filled
4 2 Hydraulic test 1.2.2008 1.2.2010 Hole Filled Filled Filled Filled
5 2 Gas injection 1.2.2010 1.10.2011 Hole Filled Filled Filled Filled

Fig. 12. The HG-A experiment in the Mont Terri URL. (a and b) Layout and borehole
instrumentation (colour coding refers to the steel liner, red; the seal section, green;
and the backfilled test section, orange; from Ref. 42); (c) Sealing index41 observed
during the HG-A experiment. A significant reduction in the ability to inject water
into the Test Section caused by the sealing of the EDZ conductive features is
observed. At the end of the observation period, the effective hydraulic conductivity
of an equivalent radial double shell EDZ model with a cross-sectional area of 1 m2

is around 2 · 10–12 m/s; from Ref. 43.

bottom part of the tunnel and (ii) the confining effect provided
by the debris kept in place under the effect of gravity. Within the
seal section, prior to emplacement of the packer the original tunnel
profile was restored by backfilling the breakouts with cement.

Saturation of the test section and surrounding rock started in
November 2006 following the emplacement of the megapacker
(June 2006). Subsequent injections during 2007 showed an on-
going reduction in system storage, presumably due to dissolution
of trapped air in the test section and resaturation of the EDZ. An
extended multi-rate injection test was initiated in January 2008

after a twomonths recovery period (summer 2007) and someother
minor injections. The gas injection phase included three separate
nitrogen gas injections and started in February 2010 (see Ref. 47
for further details). The analysis of the gas injection is out of the
scope of this paper.

3.1. Model setup

Six geomechanical simulations mimicking the excavation pro-
cess, with varying stress tensor are reported by Geomechanica45
and are summarized in Table 2. These simulations are used as
training images to calibrate the pressure data sets recorded by the
observation sensors in Fig. 12. The software iTHOUGH248,49 is used
to that end.

The model considers the open, seal, grouted and test sections,
and 2m of intact Opalinus Clay ahead of the test section to account
for the low hydraulic conductivity of the formation. Along the
microtunnel axis, the model is discretized by 50 orthogonal slices,
with spacing varying between 1 and 90 cm. The finite element
mesh consists of 12480 nodes and 11376 elements and has been
refined longitudinally at the test section, near the niche and at the
contact between the different sections (Fig. 13). The refinements at
the test section andnear the niche are necessary to avoid numerical
instabilities at areas near the boundary conditions. At the contacts
between sections, where a sudden change in the EDZ geometry
may occur, longitudinal refinement is also necessary.

The temporal sequence of the HG-A experiment, up to the gas
injection, is implemented in the model. Two stages are modelled
separately using two different model topologies. (Table 3). The ex-
cavation process and the corresponding desaturation is modelled
first. It is assumed that the excavation process is instantaneous.
Thus, the central part of the mesh is not implemented in the first
model. Next, the backfilling of the test and grout sections and the
emplacement of the mega-packer at the seal section are modelled.
During these stages, a resaturation of the EDZ occurs. Finally, the
multi-step hydraulic test is modelled. The last four stages of the
temporal sequence aremodelled together since the topology of the
model does not vary after emplacement. iTHOUGH2 discretizes the
time domain using a fully implicit first-order backward finite dif-
ference scheme. An initial minimum time step of 10−5 s is chosen.
Yet, iTOUGH2 may increase/reduce it automatically depending on
the convergence rate.

Boundary conditions for models 1 and 2 are sketched in Fig. 14.
Note that step 2 in the modelling sequence, i.e., emplacement,
included a long period when the complete tunnel was open.47 This
period, that implies a partial resaturation of the system has not
been modelled here for simplicity. Nonetheless, the impact of par-
tial resaturation on pressure evolution is small comparedwith that
of fluid injection, described next. Step 4 in the temporal sequence
involves a transient prescribed flow rate condition representing
the injection at the test section (Fig. 15). The prescribed flow rate
is applied at the central node of the cross section between the test
section and the intact Opalinus Clay. The small frequency fluctua-
tions of the injection sequencemust be smeared a priori, since they
would lead to numerical instabilities in the simulated pressure
fields. To that end, we use the flow rate curve implemented by
Lanyon & Senger.9 As observed in Fig. 15, the hydraulic response
at some observation points is almost immediate and shares the
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Table 4
Model parameters. Calibrated parameters are the closure correction factor f , the closure rate α and the hydraulic con-
ductivity of the grouted breakouts Kgrout . For these parameters, the column value contains the prior information used
in the calibration.

Notation Description Value Reference

Cf Fluid compressibility 4.4 · 10−10 Pa−1 Fine and Millero52

Cs Solid compressibility 1.83 · 10−9 Pa−1 Poppei et al.53

µ Fluid viscosity 10−3 Pa s Lanyon and Senger9

ρ Fluid density 103 kg/m3 Lanyon and Senger9

g Gravity 9.81 m/s2
patm Atmospheric pressure 101325 Pa
br Irreducible aperture 8.9 10−8 m Alcolea et al.36,43

φOPA Total porosity of intact Opalinus Clay 0.12 Alcolea et al.36,43

Kn0 Stiffness 920 · 106 Pa/m Yong et al.51

KOPA Hydraulic conductivity of the intact Opalinus Clay 10−14 Alcolea et al.36,43
f Closure correction factor 1
Kgrout Hydraulic conductivity of cement 10−15

α Closure rate −3.4 Alcolea et al.43

Kaxial Geometric mean of in-plane hydraulic conductivities Alcolea et al.43

Table 5
Training images for different sections along the microtunnel. The referred HGA-
simulations are displayed in Fig. 16. KOPA denotes hydraulic conductivity of the in-
tact Opalinus Clay.

Zone Section FEMDEM simulation

Open
0.0–2.0 m HGA-S4
2.0–4.0 m HGA-S4
4.0–6.0 m HGA-S2

Seal 6.0–7.5 m HGA-S1
7.5–9.0 m HGA-A-F

Grout 9.0–9.5 m HGA-A-F
9.5–10.0 m HGA-S4

Test 10.0–11.5 m HGA-S1
11.5–13.0 m HGA-S3

OPA 13–15 m KOPA

‘‘spiky’’ trends of the curve depicting the injected flow rate. Indeed,
smearing the boundary condition leads to a ‘‘softer’’ response of the
system. In addition, the injected flow rate measured at early times
is erratic and attributed to strong hydromechanical effects on pore
pressure after excavation, as discussed in Refs. 46,50. This makes
difficult to find an equivalent smeared injection volume. These
issues impact negatively in the quality of the calibration presented
here.

Initial conditions for model 1 are hydrostatic. Due to CPU is-
sues, parameter calibration is not carried out for model 1. Instead,
certain initial model parameters are assumed and model 1 is run.
The pressure distribution at the last time step of model 1 serves
as initial condition for model 2. Therefore, the initial condition
for model 2 is highly uncertain and may not be coherent with
the automatically updated parameters. This may lead to stark
transitions between models 1 and 2, both in terms of pressure and
spatial distributions of parameters. This problem is tackled by re-
running model 1 after a few parameter updates of model 2. After
a few iterations of this process, the parameter estimation is robust
and the transition between models smooth.

The desaturation (sequence 1 in Table 3) or the resaturation of
the system (sequence 3) and the multi-rate injection (sequence 4)
lead to pressure variations and therefore, to changes in hydraulic
conductivity and porosity of both fractures and matrix at the near
field. Note that total porosity is assumed to be constant in time.6
Resaturation causes two effects. On the one hand, a pressure in-
crease in the EDZ leads to a reduction of effective normal stress and
correspondingly to mechanical fracture closure and to a reduction
of fracture porosity and hydraulic conductivity. On the other hand,
the high content of clay minerals makes the rock matrix to swell,

Fig. 13. 3D view of the finite element mesh, from the niche (y = 0) to the rear
of the micro-tunnel. In the upper panel, black rings depict the different sections of
the microtunnel. Colour coding in upper panel: green = open section; black = seal
section; orange = grouted section; blue = test section; red = Opalinus Clay.

what leads to an increase of matrix hydraulic conductivity and
porosity. Analogously, the multi-rate injection leads to pressure
increase in the fractures with corresponding aperture increase.
Temporal variations of hydraulic conductivity and porosity are
accommodated in the model through a function relating fracture
aperture b [L] and overpressure∆p [M L−1 T−2] (i.e., pressure above
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Fig. 14. Boundary conditions. The time function for the prescribed flow rate Q(t) at the contact between the test section and OPA is displayed in Fig. 15.

Fig. 15. (a) Prescribed flow rate at the test section during resaturation and hydraulic testing. The light blue curve (M-Flow) represents actual flow rate measurements. The
thick blue line represents the implementation in iTOUGH2. The red line represents the pressure response at sensorM-PE-Floor; (b) Lower panel: measured and implemented
cumulative injected volumes.

atmospheric; from Ref. 6):

b (p (t)) = b0

(
1 −

1
(b0Kn0/∆p(t))1−α

+ 1

)
; α < 1 (1)

where b0 is the initial fracture aperture [L] and Kn0 ([M L−2 T−2],
∼920M Pam−1; Ref. 51) is fracture normal stiffness. The exponent
α [-] controls the velocity of fracture closure and is referred to
as the closure rate. Low α values lead to smaller apertures for
a given value of overpressure. The calculated apertures are then

transformed to hydraulic conductivity and porosity according to
Alcolea et al.36 Additional parameters controlling the hydraulic
behaviour of the system are the hydraulic conductivity and poros-
ity of the intact Opalinus Clay (assumed to be constant in time)
and the hydraulic conductivity of the cement used to jet-grout
the breakouts around the gallery Kgrout . A set of initial calibration
runs revealed the need for calibrating an additional parameter,
f [-] ∈ [0,1], an overall correction factor for fracture closure. A
value f = 0 represents that all fractures are closed and the
hydraulic parameters are those of the intact Opalinus Clay. The
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Fig. 16. Geomechanical simulations used as training images in the calibration analysis. σ1 and σ3 denote the maximum andminimum in-plane principal stresses. β denotes
the dip of the σ1 . Bedding planes dip at 50◦ approximately. Colour coding refers to log10 of initial fracture aperture b. Simulation HG-A-F includes the presence of a natural
fault. The black circle depicts the intersect of the gallery.

Fig. 17. Upper panel: overall view of the calibrated hydraulic conductivity field (in
log10 scale) at early times after excavation. Colour codes depicting the different
sections along the microtunnel refer to Fig. 13. Lower panel: view of the highly
conductive features only.

remaining parameters are set to constant and known values along
the calibration procedure and are summarized in Table 4.

The temporal variability of the hydraulic conductivity field is ac-
commodated in the calibration procedure. Each iteration (i.e., up-
date of model parameters) involves four basic steps:

(1) upscaling and stacking of the initial hydraulic conductivity
field from the simulated DFNs, as described in Section 2.2,
Kini,

(2) application of the correction factor for fracture closure f
attained after the previous iteration, i.e., Kini = f · Kini and
correction by Kgrout

(3) simulation of desaturation starting from hydrostatic condi-
tions, to reach atmospheric pressure conditions, and

(4) simulation of resaturation and hydraulic tests.

Steps 3 and 4 are subdivided into time intervals,whose duration
is automatically controlled by iTHOUGH2. At the end of each time
interval, pressure values are examined, and fracture apertures
recalculated according to Eq. (1) using the value of the closure rate
α obtained after the previous iteration of the calibration procedure.
Correspondingly, hydraulic conductivity varies with time. The clo-
sure law in Eq. (1) is not directly implemented in TOUGH2. Instead,
a ‘‘stop-and-go’’ procedure is applied, i.e., iTOUGH2 is paused at
the end of a time interval and the hydraulic conductivity field is
updated externally. iTOUGH2 is then restarted to simulate the next
time interval, using the updated hydraulic conductivity field and
the pressure field at the end of the previous interval.

The extent and geometry of the EDZ after excavation is anal-
ysed in Geomechanica.45 Six geomechanical simulations varying
the stress tensor were carried out using a hybrid discrete-finite
element method (Fig. 16) and are used here as training images
depicting possible spatial patterns of the EDZ. These simulations
are not calibrated against available stress and deformation mea-
surements. As such, the initial extent and geometry of the EDZ
is uncertain. In the same line of arguments, the initial state of
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Fig. 18. Fits of measured pressures at selected sensors in the test (upper panels) and seal section, close to the test section (lower panel). In the insets, L and r denote length
along the gallery axis (measured from the niche) and radial distance from the centre of the gallery.

resaturation is also highly uncertain. In addition, the longitudinal
development of the EDZ is also uncertain. These problems are
tackled by (1) testing different EDZ configurations by combining
different training images along the gallery axis, and (2) calibrating
the closure correction factor. The configuration presented here is
summarized in Table 5.

3.2. Results

Several factors preclude the successful calibration of a large
number of simulations. Amongst them, we highlight: (1) the high
CPU usage (∼4800 s per direct run), (2) the anomalous behaviour
of some pressure sensors and (3) the smearing of the boundary
condition representing the multi-injection rate. Thus, this exercise
aims at benchmarking and verifying the suggested methodology
by providing realistic 3D simulations of the heterogeneity of the
EDZ, in the sense of reproducing the trends monitored at available
observation points, rather than at presenting a perfect fit of mea-
surements that would lead to implausible EDZ representations.

The calibrated hydraulic conductivity field of one EDZ realization
is displayed in Fig. 17. The goodness of fit at the test and seal
sections is displayed in Fig. 18. As observed, the goodness of fit is
satisfactory at sensors close to the rim of the gallery. The quality of
the fit worsens with radial distances (Fig. 19). The model tends to
overestimate pressure at radial distance r >1 m. This is attributed
to a combination of three factors, (1) the small extent and low
significance of the EDZ, as represented in the training images and
(2), the low values of calibrated parameters. The estimated closure
correction factor (f = 0.04) reduces the hydraulic significance of
the EDZ by almost two orders of magnitude. The estimated closure
rate isα = −10.5, very small compared to that in Ref. 6. Such value
leads to very small fracture apertures, regardless of overpressure.
The hydraulic conductivity of the grouted breakouts is also two
orders ofmagnitude smaller than expected (Kgrout = 5·10−17 m/s).
These parameter values lead to an overall low conductive EDZ that
yields a good fit of overpressures at sensors close to the gallery but
precludes a good fit far from it.

The quality of the fits also degrades with distance from the
boundary condition at the test section (Fig. 20). This highlights (1)
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Fig. 19. Fits attained at different sensors along the gallery and at different radial distances. Circles depict measured pressures and the red line depicts calculated values. In
the insets, L and r denote length along the gallery axis (from the end of the test section) and radial distance from the centre of the gallery.

Fig. 20. Fits of measured pressures at selected sensors and seal section, close to the open section. In the insets, L and r denote length along the gallery axis (measured from
the niche) and radial distance from the centre of the gallery.

the strong influence of the boundary condition and therefore the
impact of the smearing in the calibration, (2) the large uncertainty
on the development of the EDZ along the gallery axis and, (3) the

influence of the initial hydromechanical response to excavation.
As observed in Fig. 20, the model does not capture the observed
variability (e.g., no overpressure in sensors M1-9h and M1-12h,
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but some response in M1-3h and M1-6h). This can be attributed
to (1) grouted breakouts around the gallery not included in the
model, (2) the presence of preferential flow paths around M1-9h
and M1-12h, not captured by the model, or (3) some failure in the
aforementioned sensors.

4. Conclusions

The Excavation Damage Zone (EDZ) around galleries and shafts
of a deep geological repository for radioactive waste represents a
viable release path for radionuclides and corrosion and degrada-
tion gases. As such, the EDZ needs to be addressed quantitatively in
long-term probabilistic safety assessments. The EDZ is commonly
represented by complex Discrete Fracture Network models that
are not amenable to probabilistic (CPU costly) analyses. In addi-
tion, such models are most often 2D and therefore not capable
of mimicking the naturally occurring three-dimensional physical
phenomena. Previous work has been devoted to the generation of
simplified 2D EDZmodels with equivalent hydraulic behaviour.6,36
This work presents an extension of the 2D methodology to gener-
ate stochastic 3D simulations of the EDZ.

The methodology relies on Marked Point Process techniques,
according to which each fracture of the DFN is replaced by a repre-
sentative point (i.e., its centroid) and a set of attributes defining its
geometry (i.e., length, aperture and orientation). Such properties
are scanned from a DFN mimicking the excavation process that
serves as training image, and a set of 2D simulations of the EDZ are
generated that inherit the geometric and statistical patterns of the
original DFN. These 2D simulations are randomly stacked to render
3D continuum equivalentmodels of the EDZ. Themethodology has
been illustrated with the calibration of a multi-rate injection in
the context of the HG-A experiment in Mont Terri (Switzerland).
Results show a good fit of pressures measured at observation
sensors near the excavated gallery and close to the boundary
condition at the test section. Yet, the goodness of fit degrades far
from these locations. This is attributed to: (1) the uncalibrated
DFNs used as training images that lead to uncertainties on the
original extent and hydraulic significance of the EDZ, (2) a smeared
boundary condition representing the multi-rate injection, and (3)
the uncertainty on the development of the EDZ parallel to the
gallery axis.

Much remains to be done. The high CPU usage precluded the
calibration of a large number of simulations. A parallel calibration
scheme should be implemented to alleviate this problem. This
would allow the evaluation of the uncertainties on the EDZ shape
and extent along the direction parallel to the gallery axis. Yet, the
fact that the global trends measured during a complex injection
experiment are reproduced by the 3D model should be viewed as
a step forward in the 3D stochastic modelling of the EDZ.
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